
marking, it may re-mark the packet to receive best-effort service; alternatively a packet's 
classification marking may be preserved but ignored by the network operator. 

One challenge to packet classification is the ease or difficulty in accurately identifying 
particular application traffic. The applications themselves may know their QoE 
requirements. However, packet classification may face additional challenges, since some 
application traffic may not be easily identified. For example, an ISP may have difficulty 
differentiating between a normal VoIP call, an emergency VoIP call, and peer-to-peer 
traffic, that all use the same set of protocols. Deep Packet Inspection (D Pl) is a method that 
is sometimes used to better identify the application and its characteristics by looking for 
certain patterns inside a packet or amongst packets in a flow. For purpose of congestion 
management, this technique is not useful on encrypted content, and can be of limited use 
where application developers purposefully attempt to thwart DPI by removing or 
modifying these specific characteristics and patterns. 

In general, classification based on attributes other than protocol elements intended for 
classification marking (e.g., MPLS fields, DiffServ codepoint, Ethernet fields, or 1Pv6 flow 
label [RFC 6437]) is only done at the edge of an operator's network. Internal network 
routers then rely on the marked classification. However, reclassification and re-marking 
may also occur within an operator's network based on congestion encountered at routers, 
or because packets associated with reserved resources are exceeding the allocated 
resource (see Section 5.2). 

5.2. Admission Control & Resource Reservation 

As discussed in Section 3.5, some applications are delay-intolerant, jitter-intolerant, or 
require a minimum throughput, e.g. voice over IP communications, high definition video 
conferencing, and video streaming. Depending on the nature and design of the application, 
congestion on the order of a few tenths of a second to tens of seconds can cause noticeable 
degradation in QoE for such applications. 

These applications by design require a minimum level of network resources, e.g. 
bandwidth, in order to function adequately. Resource reservation is thus a congestion 
management technique appropriate for such applications. Reservation of an appropriate 
level of resources can ensure that congestion does not negatively impact the flows using 
the reserved resources. However, flows that are sharing the remaining unreserved 
resources will suffer a consequently larger impact of congestion upon their performance 
than if no resources had been reserved and if these resources had been made available to 
all traffic. 

The offering and granting of resource reservations is a decision made by each network 
operator. Resource reservations require that routers be capable of responding to 
application requests for special treatment of certain flows, e.g. minimum bandwidth or 
maximum delay or delay jitter. The challenge for a network operator that chooses to use 
resource reservations is to allocate resources in a manner that optimizes their use. 
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Resources may be reserved (a) only in portions of a single operator's network in which 
congestion more frequently occurs, (b) throughout a single operator's network, or ( c) 
cooperatively amongst multiple network operators through business arrangements. 
Although business arrangements between enterprises and ISPs regarding resource 
reservations are not uncommon, business arrangements between ASPs and ISPs or 
between multiple ISPs regarding resource reservations are currently rare. 

If resource reservations are offered, a network operator must also have the capability to 
control which flows are granted reservations (called admission control). A network 
operator may choose to accept a request, deny a request, or issue a counteroffer for a 
reduced quantity of resources. These decisions are automated, and made on a very short 
time scale. 

A number of standards have been developed to support resource reservation and 
admission control, see e.g. IETF's Internet Services (described further in Section 5.8.1), 
3GPP's Policy and Charging Control (described further in Section 5.8.5), CableLabs' 
PacketCable DOCS IS QoS (described further in Section 5.8.3), Frame Relay, and 
Asynchronous Transfer Mode (ATM). 

It is also possible to statically reserve resources for certain users or application traffic by 
configuring the capacity allocated to that traffic. This configuration can be done by 
allocating capacity (such as frequency spectrum) on a physical medium, by allocating link 
capacity (such as an ATM Permanent Virtual Circuit [PVC]), or by allocating capacity 
through rate control (see Section 5.4) or through packet scheduling (see Section 5.7). 

5.3. Caching 

As discussed in Section 3.3, core network links and routers are susceptible to recurrent 
congestion and mass distributed online events. As discussed in Section 3.5, such congestion 
can increase the download time of content. One technique to address this issue is to cache 
(or store) popular content in multiple network locations. Caches may be placed in several 
types of locations, including the ASP's network or attached to or in multiple ISPs' networks. 

Caching is typically implemented by directing a request from a user for a particular piece of 
content to the closest cache that has the content or to the most lightly loaded cache. If the 
closest cache is selected, this lessens traffic between the ASP and the user, including core 
network links and routers. When caching is combined with network measurement systems 
to form Content Delivery Networks (discussed in Section 5.8.6), the resulting congestion 
management practice can lessen traffic on congestion network links and routers. 

The direction of a request to a cache is typically dependent upon the particular content 
requested. Since the content is related to the application, one may consider this an 
application-based technique. 
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5.4. Rate Control and Traffic Shaping 

As discussed in Section 3.1, congestion occurs when the sum of users' individual 
instantaneous demands exceeds the network capacity of a link or router. Many applications 
use the Transmission Control Protocol (TCP), which controls the rate at which packets are 
transmitted in an attempt to limit congestion. This type of rate control is handled directly 
by the TCP implementations at the application endpoints, but can be influenced (in a user
and application- agnostic manner) by packet dropping and scheduling techniques 
implemented in provider networks. 

However, sometimes it is useful to apply rate control on the basis of the user or application 
criteria. In these cases, it may be applied by the applications directly, operating systems, 
ASPs, or ISPs. 

Rate control by applications and operating systems is implemented at the source and 
destination. It may be based on the requirements of the application. For example, many 
streaming video applications do not use TCP in order to avoid TCP's rate control, since the 
rate control may unacceptably increase the delay jitter. Instead, they often choose to use 
the User Datagram Protocol (UDP), which does not adapt transmission rates based on 
congestion. Thus, a streaming video application may implement its own rate control 
techniques to adapt its transmission rate based on network congestion. The IETF has 
developed a pair of protocols, Real-time Transport Protocol (RTP) and the RTP Control 
Protocol (RTCP) [RFC3550], that can be used by applications to control the transmission 
rate and QoS characteristics ofreal-time applications such as VoIP and streaming video. 

ASPs often use similar rate control techniques in their servers to ensure the QoS 
characteristics of real-time applications. In addition, an ASP may use rate control on the 
basis of user to ensure fair sharing of capacity. 

Network operators may use similar techniques called traffic shaping. Traffic shaping by 
network operators is implemented at routers between the source and destination, most 
commonly at the edge of an operator's network. For example, a network operator may use 
traffic shaping on the basis of user to limit congestion caused by heavy users or to enforce 
the service tier rate. Traffic shaping is accomplished by intentionally delaying the 
transmission of selected packets. Traffic shaping is often used in conjunction with packet 
classification to limit the capacity used by traffic placed in various classifications. A 
common method involves placing packets from a selected flow into a queue, and serving 
that queue at a fixed rate, thereby limiting that flow to a maximum capacity. Alternatively, 
but more rarely, when a flow exceeds this maximum capacity, packets may be dropped or 
reclassified to indicate that they are not within the allowed limit (a technique known as 
policing). A network operator using traffic shaping determines which flows are subject to 
traffic shaping and the corresponding capacity limits as part of a traffic management 
practice, as discussed in Section 6. This technique is often applied to traffic that has been 
provided reserved resources (see Section 5.2) when that traffic exceeds the reserved limit 
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A less common form of rate control by ISPs is transcoding, in which content compressed at 
the source is decoded and re-encoded by a router into a flow at a lower rate. This technique 
may be applied by an ISP when a flow is progressing from a network with a higher capacity 
to a network with a lower capacity. 

5.5. Routing and Traffic Engineering 

Each router in the Internet participates in determining the routes, or sequences of routers 
and links, that a packet traverses from each source to each destination. Within an 
operator's network, a standardized protocol such as Open Shortest Path First (OSPF) or 
Intermediate System to Intermediate System (IS-IS) is typically used to efficiently get each 
packet to its destination (if within the operator's network) or to the next operator's 
network. The selection of a route within an operator's network is typically determined 
solely on the basis of the destination IP address, but routes may be adjusted in an attempt 
to minimize congestion. The choice of route is thus agnostic to both user and application. 

Inter-provider routes - those that traverse multiple operators' networks - are additionally 
determined using a standardized protocol, Border Gateway Protocol (BGP), that allows 
each network operator to implement its own SLAs and manage the routing that it will 
accept. As with OSPF, BGP usually determines routes solely on the basis of the destination 
IP address, and is usually agnostic to both user and application. Such routing seeks the 
most cost-efficient route from each individual provider's perspective, or a route that meets 
a particular contractual requirement. These contracts often seek to minimize congestion on 
inter-provider links. 

This approach works well for many customers. However, in order to fulfill more 
comprehensive or detailed SLAs, the network operator must know the amount of data it 
will be expected to support and the behavior of subsequent paths. Queuing and queue 
management algorithms (such as discussed in Sections 5.6-5.7) can manage short-term 
congestion. However, if there are multiple potential routes to a destination and if the 
network is heavily loaded, OSPF and BGP may not effectively balance the traffic among 
those routes. Although adding capacity may solve this issue, it is often more economical for 
a network operator to exercise greater control in determining traffic routing and therefore 
the use of available capacity. 

An alternative approach to determining routes solely on the basis of the destination IP 
address is to route certain traffic to the destination based on the type of contract or the 
desired QoS characteristics. For example, a network operator might sell several different 
classes of contracts, and determine the route based on the combination of destination IP 
address and contract class. One set of techniques for accomplishing this is called policy
based routing; a standard implementing this is Multi-Topology Routing [RFC4915]. 
Another common set of techniques, generically called virtual circuit routing, allows a 
network operator to determine labels on the basis of its SLAs; it has been standardized 
using a protocol called Multiprotocol Label Switching (MPLS). A network operator using 
MPLS might assign virtual circuits from each network ingress point (or each customer at an 
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ingress point, or each service at an ingress or point of origination) to each network egress 
point so that the expected traffic load on each virtual circuit does not exceed a target 
threshold [RFC3272]. This approach, called traffic engineering, is used in most large transit 
networks. In addition to economically managing recurrent congestion, traffic engineering 
can also be used to react to network accidents and failures if a network operator sets up 
backup virtual circuits using disjoint paths to the primary virtual circuits, and moves traffic 
from the primary virtual circuit to the backup virtual circuit if there is a failure on the 
primary route. There are also similar traffic engineering techniques at the data link layer in 
some access networks, e.g. Virtual LANs in Ethernet architectures [802.lQ]. 

Another common use of traffic engineering is to satisfy SLAs for particular customers and 
services; a network operator might use one set of virtual circuits for general Internet traffic 
and another set of virtual circuits for each of a number of customers' internal networks, all 
using the same physical network. MPLS can also be combined with IntServ (discussed in 
Section 5.8.1) to create a scalable traffic management architecture that supports 
differentiated services [RFC2430]. In these cases, routing may be user- or application
based. 

Traffic engineering for routes traversing multiple operators' networks can also be 
accomplished using a technique called BGP Traffic Engineering. The BGP protocol allows a 
network operator to determine which routes through its network it offers to customers 
and to interconnecting providers. Using BGP Traffic Engineering, a network operator may 
more tightly control which routes are used by which customers and interconnecting 
providers. This may allow the network operator to reduce the portion of an end-to-end 
route that traverses its network, thereby transferring costs to other providers. 

Application Service Providers (ASPs) may also have a say in the route that the data will 
take to get to the desired destination, as well as the underlying quality of delivery. Large 
ASPs deliver their services using a distributed platform made up of clusters of servers that 
are hosted at one or more locations across the Internet. Large ASPs will often use some 
form of load balancing to distribute the requests for content across the clusters and the 
underlying network connections to the platform. The algorithm for determining where to 
map a request for content and its delivery is typically a function of the available processing 
capacity at a cluster, the current network conditions (i.e. speed, latency, throughput, packet 
loss, etc.) between the cluster and destination, and transit cost to reach the destination. 
This will often, but not always, result in an ASP mapping the content delivery request to a 
cluster with available capacity that will optimize both the delivery performance and cost 
for the ASP. 

5.6. Packet Dropping 

Routers receive packets on multiple incoming interfaces. Since the Internet uses statistical 
multiplexing, as discussed in Section 3.1, this incoming traffic usually encounters a queue of 
packets waiting to be transmitted on the same outgoing interface of the router, resulting in 
short delays. Each queue has a buffer of a certain size in which to store packets, and thus 
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occasionally an arriving packet will find that the buffer is full. Routers thus must 
occasionally drop packets. Higher layers can retransmit dropped packets or notify 
applications that packets have been lost, as desired by the application. These higher layers 
can also restore packets into their original sequence if they have arrived out of order. 

The simplest dropping technique only drops a packet when there is no space for it in the 
buffer. Packets may also be dropped based on the configured maximum data rate. Another 
tool available is to drop or mark packets when a buffer is nearly but not yet full in order to 
send a signal to the sources that they should reduce their traffic 
[RFC2309](RFC3168](RFC6679]. If done properly, this last technique can achieve a good 
balance between delay and throughput. For example, the Active Queue Management 
dropping techniques can be used to maximize average throughput while minimizing 
average latency during transient congestion events without unnecessarily targeting 
individual data flows or applications [RFC2309]. 

The simplest queuing technique places arriving packets in queues in the order in which 
they arrive. The simplest dropping technique drops the newest packet arrival when a drop 
is determined to be necessary or to send a signal. Under this system, packet drops will thus 
be agnostic to user and application. However, more complex dropping policies can drop 
packets based on classification, and by extension on user- or application- based criteria. For 
example, packets classified with a DiffServ codepoint intended for Voice-over-IP may be 
placed in a separate queue with a lower maximum queue length, and thus may experience a 
different dropping probability than best-effort packets. 

Finally, a dropping technique may be used to discriminate against attack or illegal traffic. 
As noted in Section 3.2.3, networks occasionally experience a large influx of traffic as a 
result of an attack or other unplanned event (such as unforeseen popularity or an 
emergency event). Attacks and unplanned events can result in an arrival rate that 
significantly exceeds the router capacity. In this case, a network operator may choose to 
discard all traffic associated with an attack, or to limit traffic associated with an unplanned 
event, if it can accurately classify that traffic. Unfortunately, accurate classification of attack 
traffic may be difficult. It is also possible for a network operator experiencing a large influx 
of traffic to request other network operators to implement temporary policies in their 
routers to block or restrict traffic destined for the network experiencing the heavy traffic. If 
traffic is undesired, it is preferable to drop it as close to the source as possible to limit the 
impact it may have on all intermediate points. 

5.7. Packet Scheduling 

Each router implements an algorithm that determines how packets are placed into queues 
and the order in which the router transmits packets. Packet scheduling occurs primarily at 
the network and data link layers. 

The simplest queuing technique places arriving packets in queues in the order in which 
they arrive, and the simplest packet scheduling technique transmits the packet at the head 
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of the queue; this technique is called First-In First-Out, and it transmits packets in the order 
in which they were received, independent of user or application. 

However, other packet queuing and scheduling algorithms can be used to ensure some type 
of fairness between users or to differentiate between classes of service. In this case, the 
packet queuing algorithm maintains multiple queues and places each packet into a queue 
based on its classification. The packet scheduler transmits packets from the queues to 
achieve the desired goal. There are many different algorithms in common use for selecting 
the next packet to transmit, e.g. Weighted Round-Robin and Weighted Fair Queuing. By 
varying the allocation of transmission capacity between the multiple queues, a router may 
differentiate the delay experienced by packets with different classifications. For example, 
packets with a DiffServ codepoint classification intended for Voice-over-IP may be placed 
in a separate queue from best-effort packets; if this queue obtains a proportionally higher 
capacity than that for best-effort packets, then the Voice-over-IP packets will experience a 
lower average delay than will best-effort packets. 

Data link layer protocols include not only the types of packet queuing and scheduling 
algorithms described here, but also algorithms that determine when users may access a 
shared medium (e.g. a shared transmission line running down a street or a shared wireless 
channel). The algorithm is matched to the transmission characteristics of the physical 
network and the link layer protocol (e.g. Ethernet, DOSCIS, or a specific cellular link layer). 
As with packet scheduling, this decision can be made either on user- or application- based 
criteria, or agnostic to both. Commonly, the maximum throughput of a device on a link will 
be independent of user or application. However, many link layer protocols can be 
configured to give specifically identified traffic different shares of the link capacity, as 
discussed in Section 5.2. 

If packet scheduling is implemented in a manner that is not agnostic to user and 
application, then it can be combined with packet dropping policies and admission control 
policies to provide different classes of service, as discussed in Sections 5.8.1-5.8.2. 

5.8. Collections of Congestion Management Techniques 

This subsection discusses how these techniques may be combined to offer a collection of 
capabilities in various QoS architectures and in various access network architectures. 
Sections 5.8.1 and 5.8.2 discuss QoS architectures that can be used in any IP network to 
create services with differentiated performance either within an operator's network or 
end-to-end. Sections 5.8.3-5.8.5 give an overview of access network architecture-specific 
implementations of congestion management techniques for broadband Internet access 
over cable, telephone, and cellular networks respectively. Section 5.8.6 gives a similar 
overview for Content Delivery Networks. In Section 6, congestion management practices 
that use many of these collections of techniques will be illustrated. 
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5.8.1. IntServ over IP networks 

Resource reservation and admission control techniques were discussed in Section 5.2. The 
IETF has developed a QoS architecture called Integrated Services ("IntServ'') to support 
end-to-end resource reservation requests [RFC1633][RFC2205]. This architecture 
supports the ability of user applications to signal the operator's network with requests for 
Quality of Service treatment. The design is based on a flow-based model wherein all or a 
portion of an application's traffic (as determined by the application) is treated as a unique 
flow of data between two points. IntServ combines an end-to-end signaling protocol along 
with classification, resource reservation and admission control, routing, packet scheduling 
and dropping techniques. Routers between multiple operator networks may also 
communicate with each other to make decisions about resource reservation requests. It 
may be combined with routing techniques (e.g. MPLS, discussed in Section 5.5) to 
simultaneously reserve a network path and resources on that path. 

5.8.2. DiffServ over IP networks 

The IETF has also developed another QoS architecture called Differentiated Services 
("DiffServ") that uses packet classification, rate control, packet dropping, and packet 
scheduling techniques to implement scalable service differentiation in the Internet 
[RFC24 7 4] [RFC24 75]. 

DiffServ includes a field in the header of IP packets that can be used to mark packets as 
belonging to a particular class. This allows applications and network operators to classify 
traffic into categories of their choosing. Network operators and applications can then use 
these DiffServ markings to differentiate among packets as they move through the network, 
giving some classes of traffic higher priority access to network resources than others. 

Many network operators use DiffServ to prioritize the operator's own network control 
traffic, to implement business agreements with enterprises that include requirements to 
achieve certain values of QoS metrics, or for their own VoIP and video streaming services. 

DiffServ classifications and markings established by one network operator, however, will 
not necessarily be honored or retained when packets are handed off to another network 
operator. For DiffServ to work across multiple connected networks or on an end-to-end 
basis, special agreements are required between operators of interconnected networks. For 
example, two network operators may agree to configure the routers at the edge of their 
networks to classify and provide differentiated treatment to packets they receive from one 
another with selected DiffServ markings, so long as such traffic conforms to agreed-upon 
parameters regarding classifications and bandwidth. Currently, it is common that a 
network operator will reclassify a packet as best effort if there is no agreement that enables 
differentiated service. 

DiffServ achieves scalability by having more complex classification done only at the edge 
routers of a network, with internal routers applying consistent dropping and scheduling 
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behaviors. The edge routers determine how different packets should be classified, as well 
as whether and how to conduct admission control, rate control, or changing some packets' 
Diffserv marking t<> limit the volume of traffic assigned to each category. If too much 
network traffic is classified for priority treatment, prioritization may cease to assure the 
intended performance. 

The forwarding treatment that DiffServ-compliant internal routers apply to packets with 
particular DiffServ markings (known as DiffServ codepoints, or DSCPs) are called per-hop 
behaviors (PHBs). PHBs are the building blocks of differentiated services; they are the 
mechanisms by which different traffic classes are granted different relative priorities in 
accessing network resources. If a group of PHBs is intended for general use, then it can be 
standardized. The DiffServ architecture has defined two initial PHB groups. The Expedited 
Forwarding PHB [RFC3246] is intended to provide a building block for low delay, low jitter, 
and low loss services that may support delay-intolerant and jitter-intolerant applications 
such as VoIP. The Assured Forwarding PHB Group [RFC2597] is intended to provide a 
building block to create services that are differentiated in terms of packet loss and delay, 
e.g., for jitter- and loss-intolerant applications such as video streaming. Additional per-hop 
behaviors may be defined in the future. 

The end result of DiffServ is to allow packets belonging to a certain classification to 
experience different delay and/ or packet loss than packets of a different classification. 

While the use of DSCPs in conjunction with per-hop behaviors was defined as part of a 
cohesive QoS architecture, these components are often used outside of the cohesive 
architecture to classify traffic and to trigger particular scheduling or dropping behaviors. 

5.8.3. Broadband Internet Access over Cable Networks 

CableLabs, an industry consortium, has developed a network architecture called 
PacketCable [PacketCable] to implement Quality of Service enhanced communications over 
DOCSIS (the link layer protocol used in cable networks). PacketCable is a scalable QoS 
architecture that uses classification, admission control and resource reservation, packet 
dropping, and packet scheduling techniques, as discussed in Section 5. PacketCable 
leverages the QoS treatment capabilities within the DOCSIS protocol to enable packet 
classification and packet scheduling of IP flows that traverse the cable access network 
connecting a user's cable modem to the cable access router. Cable networks using the 
DOCS IS protocol utilize a pair of packet schedulers, one for the upstream (from the user to 
the Internet) and another for the downstream (from the Internet to the user), to schedule 
packet transmissions. 

Routers in the upstream path in a cable network must statistically multiplex traffic from 
multiple users. They use a combination of packet classification, packet scheduling, and 
packet prioritization techniques to manage the rate at which packets are transmitted, and 
the order in which they are transmitted. An upstream controller takes turns between users 
who wish to transmit traffic. It can be used not only to support best-effort service, but also 
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to reserve bandwidth for selected flows. The cable modem can classify packets based upon 
the IP header to determine a packet's scheduling and priority. 

Routers in the downstream path in a cable network have a simpler task, in that all incoming 
flows arrive in a single queue. Correspondingly, they use a much simpler packet scheduler. 
It can also be used not only to support best-effort service, but also to reserve bandwidth for 
selected flows by classifying packets based on the IP header. 

The upstream and downstream schedulers work together to allow service providers to 
define and implement a variety of IP-based services, including residential high speed 
Internet service, digital voice telephony, and service provider video-on-demand. 

PacketCable enables an ISP to manage IP flows within the cable access network. If both the 
source and destination reside in a single cable access network, then this may be sufficient 
to guarantee QoS metrics. If, however, either the source or destination resides outside the 
cable access network, then PacketCable may be combined with other IP QoS architectures, 
e.g. lntServ or Diftserv, to guarantee end-to-end QoS metrics. 

5.8.4. Broadband Internet Access over Telephone Networks 

Digital Subscriber Line (DSL) and Passive Optical Network (PON) technologies used to offer 
broadband Internet access over telephone networks assign frequency spectrum on the 
physical medium to upstream, downstream, and network control traffic. This assignment 
defines the capacity available to each type of traffic. There is no other traffic differentiation 
implemented at the physical layer. This is quite different from the design approach of cable 
and cellular network technologies. 

Differentiation of services can be achieved through various link and network layer 
mechanisms, such as the use of ATM PVCs, Ethernet VLAN tags, or other link and network 
layer classification techniques (see Section 5.1) that lead to differentiated packet 
treatment. Shaping techniques (Section 5.4) can be used to further define the actual 
bandwidth allocated to various traffic flows. 

5.8.5. Broadband Internet Access over Cellular Networks 

3GPP, a cellular industry consortium, has developed a network architecture called Policy 
and Charging Control (PCC) [3GPP PCC specification]. It uses packet classification, resource 
reservation and admission control, rate control, packet dropping. and packet scheduling 
techniques to provide QoS treatment to various services over cellular networks. A major 
difference between 3GPP architectures and some other access architectures is that they are 
connection-oriented as opposed to connectionless, which means that the manner in which 
the network responds to the QoS parameters is fundamentally different, even though the 
impact on an application's performance may be similar. 
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The objectives for providing QoS treatment in cellular networks are similar to those in 
other network architectures, but with additional challenges posed by the particular 
susceptibility of wireless broadband access technologies to congestion (as described in 
Section 3.3) and by packet loss due to environmental factors. 3GPP has defined a variety of 
mechanisms for providing QoS treatment, in both the radio access network and the 
associated core network. The need for resources may be indicated and the resources 
reserved either by user equipment or the wireless ISP's network elements, using 3GPP
defined parameters. These parameters provide the ability to request a desired QoS 
treatment (e.g. packet loss or delay), to control packet forwarding treatment (e.g., 
scheduling weights, admission thresholds, and queue management thresholds), and to 
control resources (e.g. using access control, prioritization, and preemption). The 3GPP PCC 
standard allows an ISP to charge for QoS treatment and usage, and to classify packets on 
the basis of user or application criteria or the terms of a subscriber's contract. 

In addition to the 3GPP mechanisms, ASPs interfacing with smartphone apps have 
specialized methods for optimizing wireless resources. These include the use of push 
notifications versus polling, transmission scheduling and bundling, transcoding for content 
optimization to the user equipment, and local caching in the user equipment [GSMA]. 

5.8.6. Content Delivery Networks 

Content Delivery Networks (CDNs) provide services for ASPs that can be used to improve 
the QoE of selected applications. CDNs may combine admission control and resource 
reservation, caching, traffic engineering, and rate control techniques to form a network 
architecture that supports their services. The goal is often to direct end users to the 
requested content in a manner that is responsive to network conditions, including 
congestion. Admission control and resource reservation may be used to provide a 
minimum throughput for selected content. Caching is used extensively in CDNs to direct 
users to a nearby server that has the requested content, to a relatively lightly loaded server, 
or to a server in an uncongested network. Traffic engineering can be implemented by CDNs 
using either routing (for facilities-based CDNs), geo-location methods that steer users to 
locally cached content based on the user's location, or a combination of the two. Rate 
control may be used to determine the speed at which specific content is served, to limit the 
speed at which content is served to an individual user, or to limit the speed at which 
content is served for a selected ASP. 

33 



6. Examples of Congestion Management Practices Based on User or Application 

Section 5 discussed congestion management techniques. Section 6 illustrates congestion 
management practices that use these techniques. 

As discussed in Section 4.1, this report uses the term congestion management practice to 
refer to the use by a party or organization: 

• of a collection of traffic management techniques, 
• targeted at particular users and/ or applications, 
• upon the trigger of some event. 

As discussed above, network protocols that are application-agnostic may result in a QoE 
that is not acceptable to some applications. For example, packet routing is primarily 
configured to deliver traffic from source to destination, without regard to congestion. While 
delay-tolerant applications such as web browsing and email may tolerate changes in 
routes, delay-intolerant applications such as VoIP and gaming may not. 

In addition, during emergencies, ISPs generally implement extreme congestion 
management practices that target specific user groups and applications. The goal of these 
practices is to give preference to first responder and government communications, voice 
calls (especially emergency calls) and low-bandwidth messages (e.g., SMS messages) 
originating inside the impacted area. Non-government calls and messages that originate 
outside the impacted area towards destinations inside the area are routinely restricted in 
order to ensure capacity is available for outbound calls. Traffic that cannot be readily 
recognized as voice or low-bandwidth messaging is also restricted. 

The congestion management techniques discussed in Section 5 may be configured based on 
user or application criteria. Unfortunately, no single technique works in every situation. 
The practices discussed below illustrate how network operators may combine user- or 
application- based congestion management techniques. 

Network operators face tradeoffs when designing congestion management practices. 
Application- or user- based congestion management practices may achieve better 
performance for selected applications. Such practices also may enable service providers to 
offer connectivity products that cater to particular customer's tastes or needs. However, 
they add complexity, which may result in added costs that each network operator will 
evaluate. In some cases they may be harmful to applications. 

The offerings of a service provider often include consumer broadband Internet access, 
enterprise broadband Internet access, and other IP-based services. Multiple services often 
utilize the same network links and routers, and the benefit of sharing links and routers 
among multiple services emanates from the fundamental design principle of the Internet. 
As discussed in Section 3.1, the Internet is designed so that multiple users may dynamically 
share capacity. The statistical multiplexing of traffic between different services results in a 
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design that is more efficient than the offering of different services using separate links and 
routers. 

However, sharing capacity between multiple services may be facilitated by the use of a 
number of congestion management techniques described above. For instance, the sharing 
of capacity between prioritized video, prioritized voice, and best-effort Internet traffic may 
use packet scheduling techniques (Section 5.7) that can prevent best-effort Internet traffic 
from degrading the quality of the prioritized video and voice traffic. In addition, network 
operators may also limit the amount of prioritized voice and video traffic using admission 
control techniques, as discussed in Section 5.2. 

Network operator practices determine the capacity allocation to each service. In some 
cases, capacity may be permanently divided between multiple services. In other cases, 
capacity might be reserved for some services, but available to other services when not in 
use. For example, a network operator may reserve capacity for prioritized voice and video 
traffic. If a network operator uses admission control techniques on these services, then it 
may limit the impact of congestion on the QoE of these services while allowing degradation 
to the QoE of other services. However, when there is insufficient demand for the prioritized 
voice and video services, the reserved capacity may be available to the other services. 

6.1. TCP Connection Termination Practices for Control of Peer-to-Peer Traffic 

In the early-to-mid 2000s, some ISPs began to experience congestion as a result of the 
increased popularity of peer-to-peer (P2P) file-sharing. Specifically, one identified cause of 
congestion was users seeding P2P networks with files for others to download. In this 
situation, a user's P2P application would make heavy use of that user's or a neighborhood's 
upstream network link, often causing congestion, particularly on cable networks with 
upstream access links multiplexed among numerous users in a neighborhood [Martin and 
Westall] . This congestion may have had detrimental effects on the performance of delay
sensitive applications sharing the upstream connection (VoIP, for example). 

One solution to this congestion management problem that gained traction among some 
ISPs involved deploying deep packet inspection (DPI) technology to limit the number of 
upstream TCP connections for peer-to-peer applications at particular points on the 
network. In a typical implementation, the equipment was configured to identify peer-to
peer application protocols associated with the heaviest traffic usage, such as BitTorrent 
[Comcast 2008]. Thus, this practice was application-based. When the number ofupstream
only TCP connections associated with any of the P2P protocols reached a pre-defined 
threshold in a particular location on the network (indicating potential congestion in the 
upstream connection), the device would send a TCP "reset" packet to both sides of the TCP 
connection for the P2P file exchange, causing the TCP connection between the two peers to 
be closed and the exchange to cease. 

The connection termination approach was based on the premise that most P2P clients are 
designed to automatically re-start a download after an interruption (assuming another 
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peer elsewhere has made the same file or file portion available). Assuming that the 
downloading peer would re-start by connecting to a peer on a different ISP or in a less 
congested part of the IS P's network, the connection termination approach would have the 
effect of moving upstream P2P traffic out of the congested upstream link and reducing the 
overall traffic utilization on the upstream link while introducing only a small delay in the 
time it took for the downloader to finish the file transfer. Uploaders were assumed to be 
mostly indifferent as to whether their file uploads were interrupted or how quickly they 
finished. 

However, in the case where a file is seeded by only a single peer, the connection 
termination approach could effectively prevent a downloader from obtaining the file. This 
scenario was verified and reported in the press in 2007 [Svensson], leading to a proceeding 
at the FCC [FCC 2008] and causing ISPs to shift away from using TCP connection 
termination. 

Application-based connection termination can be problematic not only because it can 
prevent access to specific content in some cases, but also because the precise identification 
of traffic associated with particular applications can be difficult. As explained in BlTAG's 
Port Blocking report, many applications can share the same port number, making it difficult 
to identify applications solely based on the ports they use [BIT AG Port Blocking Report]. 
Even when DPI is employed, many applications have developed sophisticated designs to 
help their traffic blend in with other common traffic that is unlikely to be the target for 
termination, such as web traffic. Incorrectly identifying traffic causes connections to be 
unintentionally terminated. 

Application-based connection termination also potentially creates fragile dependencies 
between application behavior and traffic management practices. The system described 
above relied on the fact that many P2P clients would automatically seek out a new peer 
from which to download if a connection to an existing peer were terminated. With the 
system in place, the designers of P2P applications would need to maintain that re
connection behavior in order for their applications to continue to work under the broadest 
set of circumstances, even if choosing a different design that did not involve automatic re
connection would be preferable for other reasons. From an application design perspective, 
it is suboptimal for the traffic management practices used on individual networks to dictate 
design choices for applications that are meant to be used on any network. 

Alternative congestion management practices to cope with P2P traffic have since been 
proposed [ALTO] [DECADE] [HOMENET] [RFC 5594] [RFC6789] [RFC6817]. 

6.2. Traffic Shaping Practices 

As discussed in Section 5.4, a network operator may use traffic shaping on the basis of user 
or application to control the rate of selected flows. The goal may be to limit the extent 
selected users contribute to congestion based on their behavior, to limit the extent selected 
applications contribute to congestion, or to allocate additional capacity for a limited time to 
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selected flows. Traffic shaping on the basis of user or application is different than the 
reduction of capacity that users may experience at peak hours as a by-product of heavy 
load or congestion on the shared portions of the network. A network operator using traffic 
shaping determines which flows are subject to traffic shaping and the corresponding 
capacity limits as part of a traffic management practice. There are three essential elements 
to a practice: when the technique is applied, to which flows it is applied, and the capacity 
limits imposed. 

If the goal is to limit the extent to which selected users contribute to congestion based on 
their behavior, a network operator may apply traffic shaping when it expects recurrent 
congestion or when it measures congestion. For example, the UK ISP Virgin Media 
implements traffic shaping during times of the day when recurrent congestion is known to 
occur [Virgin Guide to Traffic Management]. In contrast, a network operator may measure 
congestion in different parts of its network, and apply traffic shaping only when congestion 
rises above a threshold, and only in the part of the network experiencing congestion. When 
a network operator decides to use traffic shaping, it must select the flows to which it should 
be applied. For example, Virgin Media applies traffic shaping to users who have transferred 
an amount of data above a threshold during the peak period. Finally, the network operator 
must decide which capacity limit to impose upon those flows. For example, an ISP may 
temporarily reduce the maximum upstream or downstream transmission rate of a targeted 
user. 

If the goal is to limit the extent to which selected applications contribute to congestion, a 
network operator may apply traffic shaping on the basis of application criteria. For 
example, in some of Virgin Media's broadband Internet packages, capacity limits are placed 
on P2P and newsgroup applications during peak periods. 

If the goal is to allocate additional capacity for a limited time to selected flows, a network 
operator may apply traffic shaping on the basis of user. For example, PowerBoost™, 
formerly offered by several US ISPs, increased the capacity available to flows during 
transmission of the initial portion of the flow [Comcast Powerboost] [End-to-end 
Detection] [Measuring Broadband America 2012] [Powerboost]. This practice was applied 
without regard to whether congestion was occurring at that time in that portion of the 
network, and was targeted at all subscribers of certain broadband Internet services. 

The impact of a traffic shaping practice upon users and applications depends on how 
narrowly tailored the practice is. Practices that are applied during time periods when 
recurrent congestion is known to occur will impact more users than practices that are 
applied only when congestion is detected. Practices that are applied to all users will impact 
more users than practices that are applied only in the part of the network experiencing 
congestion or only to heavy users. 
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6.3. Prioritization Practices to Handle Heavy Users 

As discussed in Section 5.7, a network operator may use packet queuing and scheduling 
techniques to allocate what it sees as a fair share ofresources between users. The goal may 
be to limit the extent to which selected users contribute to congestion based on their 
behavior. Packet scheduling may thus be used as an alternative to traffic shaping. As with 
traffic shaping practices, there are three essential elements to a prioritization practice: 
when the technique is applied, to which flows it is applied, and the scheduling actions taken. 

In the Virgin Media practice that limits heavy users, described in Section 6.2, the congestion 
management practice is applied during peak usage periods to users who have transferred 
an amount of data above a certain threshold level during the peak period. An alternative 
method for managing the impact of heavy users makes use of packet scheduling techniques 
rather than traffic shaping techniques. An example of this approach is the FairShare 
congestion management practice developed by Comcast [RFC6057]. Rather than being 
applied during peak usage periods that last for hours, the FairShare practice is only applied 
when the network load rises above a threshold just below the traffic level at which 
congestion would occur. An alternative version, Sandvine Fairshare, is only applied when 
the delay in the access network rises above a threshold [Sandvine 2013]. Additionally, 
Comcast FairShare only targets those users who are in regions of the network that are 
congested and who have transmitted at an average rate above a certain threshold 
percentage of their service tier rate (e.g. 70%) during the most recent measurement 
interval (e.g. 15 minutes), rather than targeting all users who have transferred an amount 
of data above a threshold. 

Traffic shaping practices intended to handle heavy users temporarily reduce the maximum 
upstream or downstream transmission rate of a targeted user. In contrast, prioritization 
practices use packet scheduling techniques to change the transmission ordering or priority 
of the packets. All traffic is initially labeled with the same priority classification. When the 
practice is applied, it temporarily lowers the priority of packets to or from users who are 
disproportionately contributing to the congestion. This type of congestion management 
practice is user-based because it targets heavy users, but not application-based because 
packets are classified without regard to the application that generated them. If congestion 
does not occur, this lower priority level may have no effect upon packet transmissions. 
When congestion does occur, packets with the lower priority level will experience higher 
delay and perhaps higher loss than packets with the higher priority level. For example, in 
the FairShare congestion management practice lower priority packets are transmitted only 
if residual capacity remains after high-priority packets are transmitted. 

6.4. Transcoding Practices 

As discussed in Section 5.4, one form of rate control by ISPs is transcoding, in which 
content compressed at the source is decoded and re-encoded by a network device into a 
flow at a lower rate. This technique may be applied by an ISP when a flow is progressing 
from a network with a higher capacity to a network with a lower capacity, which often 
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occurs when traffic originates on a broadband wired network and terminates at a device on 
a cellular network since cellular network capacity is often lower than that of wired links. 
The goals of a transcoding practice are to avoid congestion, to increase performance 
through faster downloads, and to reduce consumer costs through lower data usage. As with 
other congestion management practices, there are three essential elements to a 
transcoding practice: when transcoding is applied, to which flows it is applied, and the type 
of re-encoding done. 

The trigger for when transcoding is applied by an ISP can vary. If the goal is to decrease 
download times or to reduce data usage, then a network operator may use transcoding 
across its entire network at all times. If the goal is to avoid congestion, then a network 
operator may use transcoding only when and where congestion is present 

Transcoding may be applied to content that has been compressed at the source. 
Compression encodes information using fewer bits than the original representation. 
Lossless compression reduces bits by identifying and eliminating statistical redundancy, 
and thus results in no degradation in the quality of the information. Lossy compression 
reduces bits in a manner that results in minimal degradation of quality of the information. 
Compression is often applied at the source to audio and video. Some sources compress 
audio and video for transmission at a variety of rates, while other sources only compress at 
a single rate. Transcoding by an ISP may be applied to flows that an ISP detects to be audio 
or video, in a format that the ISP recognizes and has the ability to decode and re-encode. 
For example, Verizon Wireless may apply transcoding to all content files (primarily video) 
originating from Internet webservers using common compression formats [Verizon 
Optimization Deployment]. Other content, including audio and video flows that have been 
encrypted, cannot be easily transcoded. 

When transcoding is applied, targeted flows are decoded and re-encoded using a 
compression algorithm that reduces the file size. The choice of the compression algorithm 
affects both the reduction in file size and the potential degradation in quality. Transcoding 
that uses heavy compression can lead to larger "savings" when it comes to bandwidth, but 
also raises the likelihood of significantly, and importantly noticeably, affecting the quality 
of the audio or video. The QoE of an audio or video stream depends on both the QoS 
characteristics of the stream and the capabilities of the device rendering the audio and 
video. In cellular networks, many devices have screens that are smaller and of lower 
resolution than a computer monitor. For such devices, the decrease in QoE resulting from 
transcoding using moderate compression may not be noticeable to the user. However, for 
devices such as tablets or laptops with high resolution screens, the decrease in QoE 
resulting from transcoding using moderate compression may be noticeable, for example 
resulting in reduced color accuracy and sharpness. An ISP that uses transcoding across a 
large portion of its network at all times may thus be more inclined to use only light 
compression in order to minimize the impact on all users. An ISP that uses transcoding only 
when and where congestion is present may adjust the compression level based upon 
current network conditions and use heavier compression when conditions warrant. 
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A transcoding practice is application-based because it is applied only to particular file 
formats identified by the network operator. It may also be a user-based congestion 
management practice if a network operator only transcodes files transmitted to or from 
specific users. It is also possible to apply transcoding based on the receiving device by 
selecting the transcoding algorithm on the basis of the device's capabilities. If applied in 
any of these manners, transcoding is not based on content itself nor on the content 
originator. For example, Verizon Wireless's transcoding practice depends on the 
compression format of the content file, but does not depend on the content of the file or the 
originating web site. 

There are substantial tradeoffs in the use of transcoding practices. The QoE ofa video 
depends both on the QoS characteristics of the flow and on the compression level. Poor QoS 
metrics may result in stuttering, pixilation, or freezing. Thus, the QoE of a transcoded video 
may be higher than that of a non-transcoded video if the benefit resulting from decreased 
congestion outweighs the noticeable degradation resulting from higher levels of 
compression. However, if the source compresses audio and video for transmission at a 
variety of rates, and i.f it is capable of dynamically selecting the compression rate in 
response to the user's device or network congestion, then it may be preferable for the 
source to dynamically select the encoding rather than for an ISP to transcode. The optimal 
solution may depend on whether the content provider or the ISP has better information 
about a device's capabilities, congestion, and user preferences. 

6.5. Resource Reservation Practices to Improve the Performance of Applications 
Needing Minimum Bandwidth 

A congestion management practice that can effectively improve the QoE of applications 
that have minimum bandwidth requirements is to reserve resources specifically for a set of 
traffic flows, as discussed in Section 5.2. 

One way to reserve resources is to dedicate certain frequencies for specific traffic. For 
example, consumers using dual-band Wi-Fi routers may reserve one of the frequency 
bands for specific traffic. Cable providers also reserve resources for broadcast channels 
through dedicated frequencies. 

Another way to accomplish a similar effect is to limit other traffic to a maximum capacity. 
For example, consumers may configure home routers to place a limit on the upstream 
capacity used by certain flows. Using this congestion management practice, only selected 
traffic may use the reserved capacity. As discussed in Section 5.1, classification of packets 
may be performed using attributes from multiple layers, including protocol codepoints, and 
source or destination addresses. For example, a video streaming application may apply a 
classification marking to its video packets to indicate a request for reserved capacity. 
Alternatively, the consumer may configure CPE to apply a classification marking to all 
packets from a chosen application to indicate a request for reserved capacity. An enterprise 
may classify all traffic from addresses of VoIP telephones to indicate a request for reserved 
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capacity. An ISP may reserve capacity for all traffic between different locations of an 
enterprise customer. 

This congestion management practice can be used to ensure that a large volume of traffic 
using the unreserved resources does not negatively impact the flows using the reserved 
resources. However, this practice restricts the capacity made available to traffic using 
unreserved resources, which may cause that traffic to more frequently experience 
congestion than if all capacity were allocated to unreserved use. 

When a network operator offers resource reservation, it is important that it limit the 
percentage of capacity that can be reserved based on the desired QoE of applications using 
the reserved capacity. For example, Cisco recommends that no more than 33% of traffic be 
allowed into a real-time Expedited Forwarding queue [Cisco QoS Design Overview]. 
Because the capacity that can be reserved is fixed, it is important that traffic using the 
reserved capacity be limited to the reservations made, as discussed in Section 5.2. When a 
source transmits more traffic than the capacity it has reserved, congestion management 
practices will generally apply policing techniques to either drop the packets that exceed the 
reserved capacity or reclassify them to use the unreserved resources. Since this will 
generally have a negative impact on the QoE of the applications expecting to use reserved 
capacity, and since the reserved capacity is often considerably smaller than the unreserved 
capacity, it is frequently preferable for all of an application's traffic to use the unreserved 
capacity than to exceed reserved capacity. 

Techniques that allow per-flow reservation (including IntServ described in Section 5.8.1, 
3GPP's Policy and Charging Control described in Section 5.8.5, and PacketCable DOCSIS QoS 
described in Section 5.8.3) are less susceptible to the dangers of traffic exceeding reserved 
capacity than are techniques that rely solely on static packet classification. Network 
operators that use static packet classification to admit traffic into reserved resources tend 
to tightly control the maximum traffic that can be classified in this manner. IPTV providers 
do this by restricting the maximum number of HD and SD audio and video flows that can 
access reserved capacity in contracts with their customers. VoIP providers often do this by 
restricting the maximum number of simultaneous calls that can access reserved capacity. 

As discussed in Section 5.2, the offering and granting of resource reservations are decisions 
made by each network operator. Reservations within an ISP's network thus typically 
require a business arrangement between the ISP and a consumer, enterprise, ASP, or 
another ISP, e.g. as part of an agreement to create an intranet or virtual private network 
(VPN) between different locations of an enterprise customer. 

6.6. Preferential Treatment Practices to Improve the Performance of Delay-and Loss
Intolerant Applications 

As discussed in Section 3.5, delay-intolerant applications, such as VoIP, are likely to have a 
QoE that is very sensitive to end-to-end delay. Such applications will thus usually not 
request that dropped packets be retransmitted from the sender and will usually discard 
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packets that do not arrive within a certain time interval. Even brief occurrences of 
congestion, on the order of a few tenths of a second, can cause noticeable degradation in 
the QoE of these applications. As discussed in Sections 3.1-3.2, the Internet is not designed 
to avoid all such brief occurrences of congestion. Loss-intolerant applications (e.g., 
streaming video) are likely to have a QoE that is sensitive to lost packets. Requesting 
retransmission of these packets increases jitter, which these applications also do not 
tolerate well. 

An effective congestion management practice is to implement packet scheduling and packet 
dropping techniques in a manner that prioritizes delay-intolerant or loss-intolerant 
applications. One way to prioritize selected traffic is to place it into a separate queue that is 
served at a preferential rate compared to other traffic, or that has a "do not drop" policy, as 
discussed in Section 5.7. For example, a consumer may configure CPE so that all packets 
from VoIP applications are classified as high priority for low delay. An enterprise may 
classify all traffic from VoIP telephones as high priority for low delay. An ISP may classify 
VoIP packets from its own telephone customers as high priority for low delay. 

Another way to prioritize traffic is to combine packet scheduling, packet dropping, and 
admission control techniques to provide different classes of service, as discussed in 
Sections 5.8.1-5.8.2. For example, an ASP or enterprise may classify VoIP packets with a 
DiffServ codepoint intended for VoIP. 

Using this congestion management practice, congestion management techniques such as 
packet scheduling are based in part on the classification of a packet. As discussed in Section 
5.1, classification of packets may be performed using attributes from multiple layers, 
including protocol codepoints, and source or destination addresses. For example, a VoIP 
application may apply a classification marking to its packets to indicate a request for high 
priority classification. As discussed in Section 6.5, it is very important to ensure that 
packets that can receive such classification are limited (through contracts, agreements, 
policing techniques, or by the devices initiating the traffic) to maximum rates of traffic. If it 
is not possible to ensure such limits, it is generally preferable to apply no preferential 
treatment. 

This congestion management practice can be used to ensure that congestion has only a 
limited negative impact upon selected flows, providing that high-priority traffic is strictly 
limited. However, as previously mentioned, this practice restricts the capacity made 
available to lower priority traffic, which may cause that traffic to more frequently 
experience congestion than if no prioritizations were used. 

As discussed in Sections 5.8.1-5.8.2, whether to use prioritization and preferential 
treatment of packets are decisions made by each network operator. The honoring of 
prioritizations requested by other parties thus typically require a business arrangement 
between the ISP and a consumer, enterprise, ASP, or another ISP, e.g., as part of an 
agreement to create an intranet between different locations of an enterprise customer. 
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7. Technical Working Group (TWG) Recommendations 

This section of the report presents recommendations of the BITAG Technical Working 
Group (TWG). These recommendations include transparency concerning congestion 
management practices, using standardized or industry-reviewed congestion management 
practices, minimizing impact to users or applications, encouraging congestion management 
based on users' expressed preferences, testing of application-based criteria, and using 
efficient and adaptive network resource management. 

The BIT AG recognizes that there may be times when immediate and acute security issues 
or operational issues may preclude the use of suggested practices for some period of time. 

7.1. Transparency 

The BIT AG suggests that ISPs and ASPs should disclose information about their user
or application- based network management and congestion management practices for 
Internet services such that the information is readily accessible to the general public. 
This information should be made available on network operators' public web sites and 
through other typically used communications channels, including mobile apps, 
contract language, or email. ISPs and ASPs may choose to use a layered notice 
approach, using a simple, concise disclosure that includes key details of interest to 
consumers complemented by a more thorough and detailed disclosure for use by more 
sophisticated users, application developers, and other interested parties. The detailed 
disclosure should include: 

• descriptions of the practices; 
• the purposes served by the practices; 
• what types of traffic are subject to the practices, if not all traffic, and, if 

appropriate, a general explanation of how traffic types are identified on the 
network; 

• the practices' likely effects on end users' experiences; 
• the triggers that activate the use of the practices and whether those triggers are 

user- or application- based; 
• the approximate times at which the practices are used, if they are limited to 

particular times of day; and 
• which subset of users may be affected, if not all, e.g. the geographic boundaries 

in which the practices are used. 

The disclosure should also include the predictable impact, if any, of a user's other 
subscribed network services on the performance and capacity of that user's broadband 
Internet access services during times of congestion, where applicable. These disclosures 
should complement ISPs' other disclosures that describe their Internet service offerings, 
expected and actual access speeds, performance characteristics, and suitability for 
supporting particular kinds of applications. 
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All of these disclosures may be made without divulging competitively sensitive information 
and should be consistent with the requirements described in the FCC's Open Internet Order 
[Open Internet Order]. 

7.2. Network Operators should use accepted industry "Best Practices," standardized 
practices, or seek industry review of practices. 

Organizations like NANOG and the IETF produce considered recommendations of Best 
Practices and standard practices for a variety of operational issues, including congestion 
and congestion management One example is RFC 2309, which recommends that network 
queues be managed using one of a class of "Active Queue Management" algorithms in order 
to maximize average throughput while minimizing average latency during transient 
congestion events without unnecessarily targeting individual data flows or applications. 
Where network operators see the need for an innovative solution that has not been 
standardized or documented as a Best Practice, they should consider bringing their unique 
network or congestion management practices to groups such as the IETF, NANOG, or other 
technical industry bodies for discussion and possible documentation. An example of this is 
RFC 6057, an informational RFC entitled "Comcast's Protocol-Agnostic Congestion 
Management System". This recommendation for review is not intended to imply that the 
network operator wait until completion of the review before implementing the practice. 

7.3. When engaging in a congestion management practice that could have a 
detrimental impact on the traffic of certain users or certain applications, the 
practice should be designed to minimize that impact. 

Some congestion management practices may cause certain users or certain applications to 
experience performance degradation (see the practices in Sections 6.2 and 6.3, for 
example). ISPs and ASPs should seek to minimize the degradation of certain users or 
applications, to the extent possible, while still managing the effects of the congestion that 
triggered the use of the practice. For example, if a particular congestion issue occurs only at 
certain locations within the network or during certain times of day, practices that degrade 
the experience for some users or applications should focus on those locations and times, 
rather than being applied at all locations and times. 

The practice described in RFC 6057 provides an example of this minimization. This practice 
has the potential to deprioritize some users' traffic, but its application is limited to a 
minimal subset of heavy users. The practice also only targets those users who are in 
regions of the network that are congested and only lasts until utilization returns to a 
normal level. Thus, although some heavy users' performance may be degraded, that 
degradation is limited in terms of the number of users affected, the locations in the 
network where users can be affected, and the amount of time during which they are 
affected. 
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7.4. If application-based congestion management practices are used, those based on 
a user's expressed preferences are preferred over those that are not. 

User- and application- agnostic congestion management practices are useful in a wide 
variety of situations, and may be sufficient to accommodate the congestion management 
needs of network operators in the majority of situations. However, at times network 
operators may choose to use application-based congestion management practices. For 
example, congestion management practices based on application criteria may allow an ISP 
to better honor customer preferences, such as a preference for prioritized VoIP. 

The BIT AG recommends that if application-based congestion management practices are 
used, those that prioritize application traffic according to a user's expressed preferences be 
preferred over those that do not. 

7 .5. If application-based criteria are used by a network operator, they should be 
tested prior to deployment and on an ongoing basis. 

Application-based classification by network operators (e.g., using DPI) can sometimes be 
erroneous. If network operators choose to use application-based criteria for congestion 
management, the accuracy of the application traffic classifier should be tested before 
deployment and on an ongoing basis thereafter to ensure that applications are not 
misclassified and thus mistakenly affected by congestion management. 

7.6. ASPs and CDNs should implement efficient and adaptive network resource 
management practices. 

The BIT AG recommends that ASPs and CDNs match use of network resources to the 
performance requirements of the application. Inefficient or non-adaptive application 
design may lead to traffic that is more susceptible to degradation by congestion 
management techniques, t<? the detriment of the application and its users. 

First, applications should be designed to efficiently use network resources, e.g. by using 
efficient compression or by basing their transmission rate on the capabilities of the 
receiving device. ASPs and CDNs should recognize that capacity is shared and limited, and 
that use of network resources by one application reduces the capacity available to other 
applications and other users. 

Second, applications should be designed to adaptively use network resources to the extent 
feasible given the application's requirements. As discussed in Section 3.5, the 
characteristics of an application determine when and how QoE is degraded by congestion. 
Applications should be designed to adaptively adjust their transmission rates based on any 
congestion in the network. The period over which they adapt should be based on the 
application's requirements. Jitter-intolerant applications should at a minimum adapt within 
a period of time equal to their buffering capability. Applications tolerant of variations in 
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throughput over time periods of seconds or greater should adapt within a period of 
seconds or greater, e.g. by using the TCP protocol. 
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9. Glossary of terms 

All definitions of terms are solely for the purposes of this report. Readers should be aware 
that many terms have alternate definitions, particularly when used in different or non
networking contexts. 

admission Decisions that determine which flows are granted reservations. 
control 

application layer The layer at which network applications and application-
specific techniques reside, e.g. HTTP. 

Application A provider of applications used on broadband Internet access 
Service Provider services. 
(ASP) 
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best-effort A network service in which routers transmit packets in the 
service order in which they are received, and without regard to the 

source, the application that generated them, or the resulting 
QoE. 

bottleneck The link or router in a network path where demand is highest 
relative to capacity. 

bursty A traffic flow is bursty if its volume changes rapidly in time. 

cache To temporarily store popular content in multiple locations. 

capacity The capacity of a link is the number of bits per second that it 
can transmit. The capacity of a router is the number of packets 
or bytes per second that it can transmit. 

classifier An entity that selects packets based on the content of packet 
headers or other attributes according to defined rules. 

codepoint Specific bits in the IP packet header that can be used to classify 
packets of differentiated services in order to provide desired 
routing, scheduling, and dropping treatment. 

congestion The effect upon network performance during time periods in 
which instantaneous demand exceeds capacity. 

congestion The use by a party or organization of a collection of traffic 
management management techniques, targeted at particular users or 
practice applications, upon the trigger of some event. 

congestion A specific congestion management function that determines 
management whether Internet traffic is transmitted or the rate at which 
technique traffic is transmitted, or that enables such functions in other 

techniques. 

data link layer The layer at which packet forwarding and multiple access 
techniques reside, e.g. Ethernet. 

delay jitter The variation in end-to-end delay between packets. 

demand The volume of traffic that is presented to a link at a given point 
in time, typically measured in bits per second. 

differentiated A description of the overall treatment of a subset of a 
service customer's traffic across either an operator's network, a 

combination of operators' networks, or end-to-end. 

end-to-end The time from the transmission of a packet at the source to its 
packet delay reception at the destination. 
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end-to-end The proportion of packets that are transmitted by a source that 
packet loss do not arrive at the destination. 

end-to-end The average number of bits per second that are received at the 
throughput destination. 

flow A group of packets that share a common set of properties. 

Internet Service A provider of broadband Internet access service. 
Provider (ISPl 
layer An abstraction that hides the implementation details of a 

particular set of functionality. 

load The ratio of demand (averaged over a chosen measurement 
interval) to the capacity of a specific link or router. 

mark Specific bits of a packet header that indicate the classification of 
a packet or that indicate congestion. 

measurement The time period over which measurements are aggregated. 
interval 

network layer The layer at which packet routing techniques resides, e.g. IP. 

network An ISP, or an ASP that operates a network. 
operator 

physical layer The layer at which digital-to-analog and analog-to-digital 
conversion techniques reside. 

policing The dropping or reclassification of packets that exceed the 
maximum capacity allocated to a flow. 

Quality of The satisfaction of a user with the performance of an 
Experience application. 
(QoE) 

Quality of The performance desired by or required by an application, 
Service (QoS) commonly expressed in terms of end-to-end packet delay, end-

to-end packet loss, delay jitter, and/ or throughput 

rate control Adaptive modification of the rate of a traffic flow based on 
congestion. 

Service Level Economic and legal agreements between network operators or 
Agreement (SLA) between users and network operators that delineate 

contractual aspects of the service, often including the upstream 
and downstream bit rates at the boundary between the 
operators' networks, the maximum delay across an operator's 
network, sometimes the maximum proportion of packets to be 
dropped or other QoS characteristics, and sometimes 
specifications of payments. 
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statistical Multiplexing is the process whereby a router merges multiple 
multiplexing traffic flows onto a single link. Statistical multiplexing, used in 

the Internet, uses packet scheduling to adapt the capacity used 
by each traffic flow to the flow's volume, resulting in a non-
deterministic allocation. 

traffic shaping Rate limiting of flows in a network. 

transcoding Decoding and re-encoding of content at a router into a flow 
with a lower rate. 

transport layer The layer at which end-to-end flow or rate control techniques 
resides, e.g. TCP or UDP. 

usage caps Limits on the maximum number of bytes transmitted per 
month. 

utilization See "load". 
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Federal Communications Commission 

STATEMENT OF 
COMMISSIONER MICHAEL O'RIELLY 

CONCURRING IN PART AND DISSENTING IN PART 

FCC 14-164 

Re: Rules and Regulations Implementing the Telephone Consumer Protection Act of 1991, CG 
Docket No. 02-278; Junk Fax Prevention Action of 2005, CG Docket No. 05-338; Application for 
Review filed by Anda, Inc.; Petitions for Declaratory Ruling, Waiver, and/or Rulemaking 
Regarding the Commission's Opt-Out Requirement for Faxes Sent with the Recipient's Prior 
Express Permission. 

While I concur with the relief provided today, I must dissent from the decision that the 
Commission has statutory authority to require opt-out notices on fax advertisements sent at a recipient's 
request (i.e, solicited faxes). In reality, the item before us addresses a technology that is waning in use 
but still can be important in certain segments of the economy. 

In 2006, the Commission adopted a rule requiring fax senders to include opt-out notices on their 
fax advertisements, even ifthe recipients consented to receive fax ads from the senders. While some have 
argued that the rule is a good policy that benefits consumers, it suffers from a fundamental flaw: the FCC 
lacked authority to adopt it. 

Section 227(b )(1 )(C) prohibits the sending of unsolicited fax advertisements-ads that are sent 
"without ... prior express invitation or permission, in writing or otherwise"--except in the context of an 
established business relationship and subject to certain other requirements, including that such unsolicited 
ads contain an opt-out notice. 1 Thus, on its face, the provision and the related opt-out notice requirement 
do not apply to solicited fax advertisements: ads that are sent with prior express invitation or permission.2 

The order attempts to shoehorn solicited fax ads into the statute by claiming: that the FCC 
needed to define the scope of prior express permission; that such permission lasts only until it is revoked; 
and that there must be a means to revoke it. A hop, a skip, and a jump later, we have an opt-out 
requirement on solicited faxes. The order notes that an agency is entitled to fill gaps in a statute. But it is 
not entitled to invent gaps in order to fill them with the agency's own policy goals, no matter how well 
intentioned.3 

If Congress was concerned that consumers that had consented to receive fax ads might change 
their minds, it could have provided for that in the statute, but it chose not to do so. In fact, I distinctly 
remember working on this issue while it was being debated in Congress. I raised this precise issue with 
staff of the sponsor of the Senate bill and the answer was that a future Congress would need to address it, 
if it chose to do so. The FCC should respect that reality and not substitute its own policy judgment. 
Tellingly, section 227(b )(2)(E)(iii) contemplates that someone that made a request not to receive any 
more unsolicited faxes might later give consent to receive them. The fact that Congress provided for a 
change of heart in that situation but did not address the opposite case helps confirm that Congress did not 
intend the statute to cover that case. 

In addition, even if the Commission had authority to adopt such a requirement, it is impermissibly 
broad because it captures one-time faxes sent with the recipient's express permission. In those instances, 
it should be clear that the fax is not an unsolicited advertisement because the recipient consented to 

1 47 U.S.C. § 227(b)(l)(C); 47 U.S.C. § 227(a)(5) (defining an "unsolicited advertisement"). 
2 Hartford Underwriters Ins. Co. v. Union Planters Bank, N.A., 530 U.S. 1, 6 (2000) (quoting Connecticut Nat. Bank 
v. Germain, 503 U.S. 249, 254 (1992) ("In answering this question, we begin with the understanding that Congress 
"says in a statute what it means and means in a statute what it says there."); see also Caminetti v. United States, 242 
U.S. 470, 485 (1917) (citing Hamilton v. Rathbone, 175 U. S. 414, 421 (1899)). 
3 Contreras-Bocanegra v. Holder, 678 F.3d 811, 818 (10th Cir. 2012) (quoting Pruidze v. Holder, 632 F.3d 234, 240 
(6th Cir. 2011)) ("Chevron empowers agencies to ' fill statutory gaps, not to create them, and in this instance 
Congress left no gap to fill.'"). 



Federal Communications Commission FCC 14-164 

receive that very fax. Yet a sender could be subject to real liability if it does not include an opt-out 
notice. Indeed, this happened in the case of Nack v. Walburg.4 Plaintiff Michael Nack filed a complaint 
against Defendant Douglas Walburg based upon the receipt of one fax advertisement that did not contain 
opt-out language. It was undisputed that Nack's agent consented to receive the sole fax in question. And 
the court even noted that the FCC's authority to impose an opt-out notice on solicited faxes was 
"questionable." But because the court determined it was barred under the Hobbs Act from entertaining a 
challenge to the requirement itself, it reluctantly "place[ d] the parties back before the district court where 
Walburg faces a class-action complaint seeking millions of dollars even though there is no allegation that 
he sent a fax to any recipient without the recipient's prior express consent." 

The order also notes that a commenter suggested that the Commission may require opt-out 
notices on solicited faxes as part of its authority to implement the statute's prohibition on.future 
unsolicited advertisements. While the order does not explicitly rely on this argument, it is worth noting 
that it is also unpersuasive. 

The "future unsolicited advertisements" language must be read in the context of the entire 
provision, which deals exclusively and unambiguously with unsolicited fax ads. That is, section 
227(b)(l)(C) contemplates that a person that had received unsolicited fax ads in the past pursuant to an 
established business relationship may want to stop receiving unsolicited fax ads in the future. So section 
227(bXl)(C)(iii) makes clear that ifthe person makes a request not to send any more faxes, the sender can 
no longer rely on the established business relationship exception and will be prohibited from sending 
future unsolicited advertisements to that person. 

This reading is reinforced by language in section 227(b )(2)(E), which details the requirements for 
the request not to send future unsolicited ads. One of the requirements is that it must be "made to the 
telephone or facsimile number of the sender of such an unsolicited advertisement". Thus, the future 
unsolicited ads prohibition applies to senders of prior unsolicited ads - not to senders of prior solicited 
ads. 

Moreover, because the mechanism for making a request not to send future unsolicited ads is 
perfectly clear, there is nothing further for the Commission to interpret or implement to effectuate that 
prohibition. There is no ambiguity for the Commission to resolve. And as the Supreme Court recently 
stated, "[a]n agency has no power to 'tailor' legislation to bureaucratic policy goals by rewriting 
unambiguous statutory terms."5 

Although I do not agree that the Commission has authority to impose an opt-out requirement on 
solicited faxes, I am sympathetic to petitioners that were confused about the Commission's enforcement 
of an unclear rule. To provide relief to these petitioners, I concur with the decision to grant each 
petitioner a retroactive waiver of the rule and to provide waiver recipients with a six month window to 
come into compliance with this requirement. I likewise concur with the Commission's willingness to 
consider granting relief to other similarly situated parties. At my request, staff has committed to engage 
in significant outreach to ensure that fax senders, including those that might not normally follow FCC 
proceedings, will be aware of the opt-out requirement. This outreach will be critical because, now that 
the Commission has reaffirmed its rule, companies (including small businesses and offices) that do not 
include opt-out notices on all of their faxes may find themselves subject to costly litigation. 

I appreciate the Chairman's staff and the Bureau staff for working with my staff to make the best 
of a bad situation. 

4 Nackv. Walburg, 715 F.3d 680 (8th Cir. 2013). 
5 Utility Air Regulatory Group v. Environmental Protection Agency, 134 S.Ct. 2427, 2445 (2014). 
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